Combinatorial Criteria for Uniqueness of Gibbs Measures

Dror Weitz
School of Mathematics,
Institute for Advanced Study,
Princeton, NJ 08540, U.S.A.
dror@ias.edu

April 12, 2005

Abstract

We generalize previously known conditions for uniqueness of the Gibbs measure in statistical
physics models by presenting conditions of any finite size for models on any underlying graph.
We give two dual conditions, one requiring that the total influence on a site is small, and the other
that the total influence of a site is small. Our proofs are combinatorial in nature and use tools from
the analysis of discrete Markov chains, in particular the path coupling method. The implications
of our conditions for the mixing time of natural Markov chains associated with the models are
discussed as well. We also present some examples of models for which the conditions hold.
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1 Introduction

An important aspect of the study of spin systems in statistical mechanics is investigating the prop-
erties of the system when in macroscopic equilibrium. A spin system is composed of sites, which
are the vertices of some infinite, locally finite graph (e.g., the d-dimensional Cartesian lattice Z?).
A configuration of the system is an assignment of one of a (finite) set of spins to each site. The
sites interact locally, according to the specification of the system, such that different combinations
of spins on neighboring sites have different relative likelihoods. This interaction gives rise to a
well defined probability distribution over configurations of any finite subset (volume) of the sites,
conditional on a fixed configuration of the sites outside this subset. A macroscopic equilibrium, or
a Gibbs measure, is a probability measure over the configurations of all the sites that is compatible
with the conditional distributions on all finite volumes.

It is well known that, for any system of local interactions, at least one Gibbs measure always
exists. However, a given system may admit multiple Gibbs measures, and one of the central is-
sues in statistical physics is determining whether a spin system admits a unique or multiple Gibbs
measures. The motivation behind this classification is locating the boundary between systems that
admit a unique Gibbs measure and those admitting multiple ones. Finding this boundary is impor-
tant because it identifies the points at which different systems undergo a phase transition in their
macroscopic behavior from a unique possible equilibrium to multiple ones, a phenomenon that has
additional physical manifestations. For example, the uniqueness of the Gibbs measure is equivalent
to asymptotic independence between the configuration of a finite volume and the “boundary” con-
figuration outside a large ball around this volume, and thus the phase transition points described
above correspond to the emergence of long-range correlations (i.e., order) in the system. This also
explains why discrete mathematicians and probabilists are interested in this subject: the question
of uniqueness can be viewed combinatorially as comparing two finite distributions (conditioned on
two different boundary configurations), and asking whether or not their difference goes to zero as
the boundary ball recedes to infinity.

It is often the case that the distributions described above do not have succinct representations,
so that analyzing the asymptotics directly is impossible. Thus, it is important to give finite con-
ditions which imply uniqueness of the Gibbs measure. By “finite conditions” we mean conditions
that depend only on distributions over configurations in volumes of at most some constant size,
and hence can be verified by direct calculation. Dobrushin [4] was the first to give such a condi-
tion, which has become widely known as the “Dobrushin Uniqueness Condition”. This condition
considers only the distributions at single sites. Later, Dobrushin and Shlosman [5] gave a more
general condition which may depend on larger volumes (but still of finite size). However, unlike
the original Dobrushin condition, their condition is applicable only when the underlying graph of
sites is an integer lattice Z¢. Additional versions of the Dobrushin-Shlosman condition were given
by others (e.g., Stroock and Zegarlinski [20]), but still only in the context of VA

In this paper, we generalize the above conditions by considering both larger volumes and any
underlying graph. Naturally, all such conditions require that the influence spins at different sites
have on each other is “small” in an appropriate sense. However, although they do not mention this
explicitly, some of the conditions in the literature require that the total influence on a site is small
while others require that the total influence of a site is small. We make a clear distinction between
these two cases, giving two dual conditions, both of them in the generality described above.

Our proofs are combinatorial in nature and involve a dynamical analysis similar to that carried
out in the analysis of Markov chains. We make heavy use of couplings, especially the path coupling
method [2]. As we discuss in the text, the connection with Markov chains is part of a more general
framework of connections between decay of correlations in the Gibbs measure (spatial mixing) and
the mixing time of a corresponding Markov chain (temporal mixing) [20, 14, 3, 13, 8, 1].

We apply our conditions to prove uniqueness of the Gibbs measure for various models. Although



the models we discuss are already known to admit a unique Gibbs measure by other methods, for
most of them, our results extend the range of parameters for which uniqueness is established using
“finite size” conditions of the Dobrushin type. In addition, our applications illustrate how our two
conditions may be used in different scenarios and clarify the differences between them.

The organization of the paper is as follows. In Section 2 we give definitions and necessary
background on spin systems, Gibbs measures and coupling analysis, and state our results precisely.
Section 3 contains the proofs of these theorems. In Section 4 we give a few extensions of our results
and discuss the implications of our conditions in the Markov chain setting. Finally, in Section 5 we
apply our conditions to various models, thus (re)proving that they admit a unique Gibbs measure.

2 Definitions, preliminaries and statements of results

2.1 Spin systems and Gibbs measures

Let G = (V,E) be a countably infinite undirected graph that is locally finite (i.e., of bounded
degree). Let S be a finite alphabet referred to as the spin space. A configuration is then an element
o € Q:=8Y, or an assignment of spins to V.

We use the following terminology and notation. Elements of V' are called sites. Subsets of V/
are called regions, and denoted by upper-case Greek letters. If A is a region, then A := V \ A
and OA := {x € A°| Jy € As.t. {z,y} € E} is the outer boundary of A. For a configuration o we
write o, for the spin at site x under o, and similarly, o for the configuration on A. When we write
“oc = 7 on A” we mean that oy = 7. Similarly, “c = 7 off A” means that opc = 7je.

We consider spin systems with nearest neighbor interactions: each edge {x,y} € F is associated
with a symmetric pair potential Uy, ,y : S xS — RU{oo}, and each vertex x € V' is associated with
a self potential U, : S — R U {oo}. Then, for a finite region A, the Hamiltonian Hy : 2 — R U {co}
is defined as

Hp(o) == Z Utz (02, 0y) + Z Uz(0g).

{zy}eE : {z,y}NA#D zEA

The value this Hamiltonian assigns can be considered as the contribution to the energy of o coming
from A. Let 7 specify a boundary condition. The finite region Gibbs distribution on A conditioned
on 7 is defined as:

1 _ if o =
f(0) = { 7z exp(—Ha(0)) if o =7 off A o

0 otherwise,

where Z] is the appropriate normalizing factor. Notice that by definition, the distribution on
the configurations of A depends only on 755. In order to guarantee that 4} is well defined, it
is in fact defined only for feasible boundary conditions. A configuration 7 is said to be feasible
if and only if U, (7., 7,) and U,(7,) are finite for every edge {z,y} € E and every site z € V1.
Naturally, we require that the potentials give rise to at least one feasible configuration. Notice that
for feasible 7, 7] is indeed well defined, i.e., there is always at least one configuration o to which
the distribution assigns positive probability (7 itself is such a configuration). Notice also that only
feasible configurations ¢ may be in the support of the distribution.

Example 1 Probably the best known spin system is the Ising model. In this case, the spin space
is S = {—1,+1}, while Ug, ,1(s1,82) = —B-51-52 and Uy(s) = =+ h- s, where 8 € R is the inverse
temperature and h € R is the external field. Thus, the energy of a configuration is linear in the
number of edges with disagreeing spins, as well as the number of spins with sign opposite to that
of h.

tInfeasible configurations exist only in systems with hard constraints, where some potentials may take infinite values.
See Example 2



Example 2 Another famous example is the hard-core model (independent sets). In this model the
spin space is § = {0, 1}, and the potentials are Uy, ,3(1,1) = oo and Uy, ,, = 0 otherwise, and
Ux(s) = —s - In A, where X is the activity parameter. The interpretation here is that a spin of 1
stands for an occupied site so a configuration specifies a subset of occupied sites. The infinite energy
the edge potential assigns to a pair of occupied sites means that there is a hard constraint forbidding
two neighboring sites from both being occupied. Thus, in this model, a configuration 7 is feasible
if and only if it specifies an independent subset of V. Furthermore, the finite Gibbs distributions
are over independent sets o, with the probability of ¢ being proportional to Nl where |o| is the
size (i.e., the number of occupied sites) of the independent set o.

It is not difficult to verify that any finite region Gibbs distribution satisfies what are called the
“DLR compatibility conditions”, namely, for every A, any feasible 7 and o that agree off A, and
every A C A,

YA(-[oac) =94, (2)
An immediate consequence is that v} is stationary under y». We illustrate what stationarity means
with the following two-step process (over configurations on A). In the first step, a configuration o is
chosen according to 7. In the second step, a configuration is chosen according to 7. Stationarity
means that the resulting distribution of the two-step process is the same as if we only execute the
first step, namely, choosing from ~7.

The collection of all the finite region Gibbs distributions v} as A and 7 vary is referred to as
the specification ~. Clearly, v is completely determined by the set of pair and singleton potentials,
but in the sequel it will often be more convenient to consider the specification -, rather than
the potentials, as representing the spin system. The notion of DLR compatibility motivates the
definition of probability measures on the infinite space that are compatible with a specification ~.

Definition 2.1 A probability measure . over the subset of feasible configurations is called a Gibbs
measure for the specification =y if, for every finite region A and p-almost every configuration o,

p(-oae) =93

The physical intuition for a Gibbs measure is that it describes a macroscopic equilibrium, i.e., all
parts of the system are in equilibrium with their boundaries.

It is well known that for any specification v derived as above, a Gibbs measure always exists.
However, several Gibbs measures (or “phases”) for a given specification may coexist (see, e.g., [9]
or [10] for details and more on Gibbs measures). As explained in the Introduction, a central goal
is to classify a given specification as admitting either a unique Gibbs measure or multiple ones.
Usually, a description of a spin system includes a macroscopic parameter (such as temperature in
the Ising model) and the aim is to classify the range of parameter values into two regimes, one
where the Gibbs measure is unique, and the other where there are multiple Gibbs measures. For
example, the Ising model on the square integer lattice Z? with no external field admits a unique
Gibbs measure when the temperature is above a known critical value 7. = 1/(,, and two distinct
Gibbs measures when the temperature is below 7,. One of these Gibbs measures is the limit of ~}
as A goes to Z?, where the boundary configuration 7 is the all-(+) configuration. The other Gibbs
measure is the same limit where 7 is the all-(—) configuration.

Since the Gibbs measure is unique if and only if the limit of finite volume Gibbs distributions is
unique, the notion of uniqueness can be interpreted as an asymptotic independence between the
configuration of a finite region and a distant boundary configuration. In order to write the above
in a formal way, we introduce the following notation. Let ;7 and uo be two probability measures
on €2, and A be a finite region. Then

_ - A) — pa(A 3
lon = palla o= mmasc fpur (A) = pa(A)], &)
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i.e., |1 — palla is the total variation distance between the projections of x; and s on SA. The
Gibbs measure for the specification ~ is unique if and only if the following condition holds.

Proposition 2.2 A specification v admits a unique Gibbs measure if and only if for every finite region A
there exists an infinite sequence of regions A C W1 C W9 C ... C ¥, C ... suchthateveryz € Visin
Vv, for some m and

sup |7g,, =, [[a — 0. 4
T,0 m—o0

Proof: The proposition is standard and we prove the forward direction (the one relevant for
our purposes) for completeness; the reverse direction follows from the fact that for any boundary
condition 7, the limit of 7§, ~as m — oo (at least along appropriate subsequences) is a Gibbs
measure (see, e.g., Chapter 2 in [10] or Chapter 4 in [9] for details). Before we continue with
the proof, we mention that two Gibbs measures 11, 2 are considered the same if for every finite
region A, the projections of pi,us on S* are the same. (Again, see [10] or [9] for details and
justification). We go on with the proof and fix an arbitrary finite region A. If i is a Gibbs measure
then by definition, for every ¥ D A, the projection of 4 on S* is a convex combination of the
projections of vJ, on SN as ¢ varies. Thus, if ;; and pp are two Gibbs measures then for every m,
|11 — p2lla < sup,, 7, — 7§, lla- Now, if (4) holds then by taking m — oo we conclude that the
projections of ;; and ji; on S™ are the same and hence that ji; = po. O

Clearly, it is not possible to mechanically verify the condition in Proposition 2.2 since it involves
inspecting infinitely many distributions in regions of arbitrary size. Thus, it is important to give
general tools that allow one, by performing finite calculations, to classify a given specification as
admitting either a unique or multiple Gibbs measures. Examples of such tools are the Dobrushin [4]
and Dobrushin-Shlosman [5] conditions. These are conditions on the finite Gibbs distributions over
an appropriate set of bounded diameter regions which ensure that the Gibbs measure is unique.
These conditions have turned out to be very useful, since they can be verified by direct calculation
for a number of models in appropriate parameter ranges, thus implying uniqueness of the Gibbs
measure in a rather straightforward way. In this paper, we generalize the Dobrushin and Dobrushin-
Shlosman conditions, extending their applicability as well as providing new insights into the theory
underlying them.

2.2 Dynamics

The conditions we give (and their proofs) employ notions and tools used in the construction and
analysis of local Markov chains that are designed to sample from the Gibbs distribution. In Markov
chains of this type a step is a random update of a finite size region, i.e., in each step of the chain
the configuration in some finite region (block) is replaced by a configuration chosen from some
distribution, where this distribution is determined by the current configuration. These distributions
are constructed in a way that guarantees convergence of the chain to the Gibbs distribution. In this
subsection we set the notation for and define local updates in precise terms that are useful for our
discussion.

Let {©;};,_; o be a collection of finite regions (blocks) that cover G finitely many times, i.e.,
each site is included in at least one and at most finitely many ©;. In addition, each ©; is assigned
a positive weight w;. We refer to an element of the collection as a block (rather than a region)
in order to distinguish blocks from other regions mentioned in our discussion. In a local update
rule, the collection of blocks {©;} specifies the blocks whose configuration may be updated. The
relevance of the weights w; is that the updated block is chosen at random from some finite subset
of the collection, and the probability of choosing ©; is proportional to w;.

Once a weighted collection of blocks is given, the second ingredient needed in order to complete
the specification of an update rule is the collection of distributions that govern the result of an
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update. As mentioned above, the distribution over resulting configurations depends on the current
configuration. Thus, we need to specify a collection of distributions x = {x]}, indexed by the
current configuration 7 and the index 7 of the block to be updated. Naturally, these distributions
have to be consistent with the Gibbs measure:

Definition 2.3 We say that « is a local update rule for the specification v w.r.t. the collection of blocks
{©,} if kK = {K]} is a collection of probability distributions such that:

1. for every configuration T and every i, k] is a probability distribution on the configurations that
agree with 7 off ©;;

2. for every feasible T and i, 7§, is stationary under k;, where the notion of stationarity was ex-
plained following equation (2);

3. the projections of k] and k¢ on S®i are the same whenever T and o agree on ©; U 00, i.e., the
distribution ] (on the configurations in ©;) depends only on 1e, 90,-

Property 1 guarantees that only ©; is updated under «] while the rest of the configuration remains
unchanged. Property 2 ensures that the update rule is consistent with the Gibbs distribution®.
Property 3 is a locality requirement in the sense that the result of an update of ©; depends only
on the current configuration in ©; and its immediate neighborhood; this is a natural requirement
since the Gibbs distribution in ©; is also local, i.e., depends only on 96;.

We wish to emphasize the following facts regarding local update rules. First, unlike -, we re-
quire that «] is defined even for infeasible 7. However, the stationarity requirement does not apply
to infeasible configurations, and thus, unless 7 agrees with some feasible configuration on ©; Ud0;,
the specification ~ imposes no restriction on the distribution 7. Second, the fact that 76, s sta-
tionary under x; for every feasible 7 implies by (2) that, for any A O ©; and every feasible 7, 7}
is stationary under k;, i.e., any Gibbs distribution in any region that includes ©; is unaffected by
an update of ©;. Third, unlike 7§ , ~] may depend on the configuration inside ©; (as well as the
configuration on 90;). Nevertheless, a natural choice for «] is simply 7§ (known as the “heat-
bath” update), but other possible and reasonable choices exist. As an example of other possible
local update rules, consider a “Metropolis” update where 7 is the distribution resulting from the
following process. First, update the configuration in ©; by choosing it u.a.r. from S®:; suppose the

resulting configuration is . Then, output o (“accept”) with probability min {%, 1} and
otherwise output 7 (“reject”). There are other examples of more sophisticated updatezrules which
are specific to certain models (e.g., the update rule for proper colorings described in [21], or the
one for independent sets [7] which we discuss in Section 5).

We now go on with our definitions. Since (by property 1 of Definition 2.3) the spin of a given
site may change only when updating a block that includes this site, we will often need to refer to
the subset of such blocks. For a site z, let B(x) := {i | x € ©;}. Similarly, for a region A, B(A) :=
{i|AN©; # 0} = U,cp B(x). Finite subsets of block indices arise throughout our discussion, and
for such a subset S we write wg := ), 5 w; for its aggregated weight.

A common tool for analyzing Markov chains that use a local update rule is to couple the updates
of ©; starting from two different configurations. A coupling of two distributions x; and p2 is any
joint distribution whose marginals are ;7 and ps. For any two configurations n and ¢ that differ
in exactly one site, let K;(n, ) be a coupling of «] and /ff. (These atomic couplings determine a
coupling K (n,§) for arbitrary pairs of configurations 7, { that differ in more than one site, using
the path coupling construction explained in Section 3.2). If  and £ agree on ©; U 00;, K;(n,§) is

Notice that we only require that the Gibbs distribution is stationary w.r.t. the update and not that it is the unique
stationary distribution, as is the case when constructing a Markov chain for sampling from the Gibbs distribution. See
Section 4.2 for a discussion on the Markov chains setting.



always defined as the coupling where the two configurations agree on ©; with probability 1. We
call the collection { K;}, denoted K, a coupled update rule for . From here onwards, when we refer
to a coupled update rule K, we assume it implicitly specifies the collection of blocks {0;}, their
weights {w; } and the local update rule s according to which K is defined.

Our aim is to give conditions on K that imply uniqueness of the Gibbs measure for the specifi-
cation . Namely, our theorems will be of the form: “If there exists a coupled update rule K for the
specification 7 such that K satisfies certain conditions, then there is a unique Gibbs measure that
is consistent with ~.” The conditions on K will require that under a coupled update, the average
“distance” between the two coupled configurations is small. Our notion of distance is specified per
site. Let p = {pz},c be a collection of metrics on the spin space S. We write p, (), ) for pz(n:,&z),
and abuse this notation when considering a coupling @) by writing p,(Q) for the average distance
(w.r.t. the joint distribution Q) between the two coupled configurations. Our notion of distance is
extended to regions by summing over single sites, i.e., we let px(n,&) 1= > p=(n,§). To illus-
trate the above notion of distance, we note that in the applications given in Section 5 the metrics
we use are of the form p, = u, - ps, where u, € RT is a weight associated with the site x and
ps(s1,s2) = 1if s1 # so (and naturally, ps(s1,s2) = 0 if s; = s92). In this case, p,(Q) is just u, times
the probability that the spins at x differ under the coupling @, and px (Q) is the average weighted
Hamming distance between the two coupled configurations in A.

Our theorems below consider collections of metrics with the following two natural properties.
The first property states that the distance at any single site is bounded by a uniform constant: we
say that a collection of metrics {p,} is bounded if sup,cy maxs, s,cs5 (51, 52) is finite, where we
recall that V' is the set of vertices of G. The second, stronger property states that the total distance
in arbitrarily large regions is bounded by a uniform constant: we say that a collection of metrics
p = {psz} is summable if ) |, max,, s,cs p(51, s2) is finite.

2.3 Results

Once a coupled update rule K and a collection of metrics p = {p,} are fixed, we are in a position
to define the influence of a site y on another site x (w.r.t. K and p) in an analogous way to the
definition of the “matrix of dependencies” in Dobrushin’s condition [4].

Definition 2.4 For a given coupled update rule K and collection of metrics p, define the influence of
site y on site z, denoted I ., as the smallest constant for which, for all pairs of configurations (1, §)
s.t.mp=¢Eoffy,

Z wsz(Kz(n7 6)) < Py(ﬂa 5)‘[1“—9

1€B(x)

The motivation for the above definition is that I, /wp(,) is an upper bound on the average
distance between the coupled spins at = (relative to the initial distance between the spins at y)
at the end of the following procedure: starting from two configurations that may differ only at ,
choose a block ©; € B(z) with probability w; / wp(,) and perform a coupled update of ©;. Note
that I, = 0if y & ;e Bm(ei U 00;) (i.e., only sites in or adjacent to blocks containing x may
have non-zero influence on z). We write I, := Zy I, for the sum of influences of all sites on
the site = (and notice by the previous remark that this sum is finite). Our first theorem states that,
if the normalized total influence on every site w.r.t. a bounded collection of metrics is less than 1,
then the Gibbs measure is unique.

Theorem 2.5 If a specification v admits a coupled update rule K together with a bounded collection
of metrics p for which sup, {I,— /wp()} <1, then the Gibbs measure for ~y is unique.

We note that our requirement that the metric collection be bounded is necessary. In our discus-
sion of applications in Section 5 we give an example of a specification that admits multiple Gibbs
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measures but for which there exists a coupled update rule and an unbounded metric collection that
satisfy the condition in Theorem 2.5.

Remark: Previously known conditions involving the total influence on a site are the single site Dobrushin
condition [4] and the condition referred to as DSU(Y") by Stroock and Zegarlinski [20]. Both conditions
only consider the case in which p, = ps for all z, where ps was defined at the end of Section 2.2. In addition,
the Dobrushin condition only considers the case in which each ©; is a single site. The condition of Stroock
and Zegarlinski, while considering blocks of larger size as we do, only considers the special case where the
underlying graph G is an integer lattice Z?. Thus, our Theorem 2.5 is a generalization of both Dobrushin’s
condition and the Stroock and Zegarlinski one.

In our second theorem we consider a natural dual condition, namely, that the total influence
of every site is small. Following the line established in the previous condition, we write I, for
the total influence of site y. Although it might seem natural to define I, as ) I,.,, the ap-
propriate definition turns out to be a slightly more relaxed one obtained by changing the order of
quantification over pairs of configurations:

Definition 2.6 For a given coupled update rule K and collection of metrics p, define the total influence
of site y, denoted I._,, as the smallest constant for which, for all pairs of configurations (n,&) s.t.
n = Eofty,
> wipe, (Ki(n,€)) < py(n, &)1y
7

Again, there are only finitely many non-zero terms in the sum since there are only finitely many
blocks ©; which are affected by y. The relevance of this definition comes from the fact that I,
is related to the average total distance resulting from an update of a block randomly chosen from
those affected by y, when starting from two configurations that differ only at y. (The exact rela-
tionship between /., and this distance is rather involved; the detailed bound is given in Section 3).
To see the connection to the previous definition of influence, notice that I, < > I, . In fact,
the only difference between these two expressions is that in ) | I,., the quantification over pairs
of configurations is taken separately for each x, while in the definition of I, the quantification is
taken once, before summing over = (the summation over = comes from the expansion of pg,).

Compared to the condition in Theorem 2.5, our condition for uniqueness based on the influence
of a site places a stronger restriction on the metric collection we are allowed to use by requiring
that it be summable.

Theorem 2.7 If a specification ~ admits a coupled update rule K together with a summable collection
of metrics p that satisfy sup, wp(y) < 0o, inf, wp(,) > 0and sup, {L_y / wB(y)} < 1, then the Gibbs
measure for ~y is unique.

Again, the requirement that the metric collection be summable is necessary as is illustrated in
Section 5, where we also show that the condition sup, wpg(,) < oo is necessary. It is not clear
whether the requirement that inf, wp(,) > 0 is necessary or just an artifact of our proof.

Remark: A previously known condition involving the total influence of a site was given by Dobrushin and
Shlosman [5]. However, they only considered the case where the underlying graph G is an integer lattice Z¢
and the collection of blocks {©;} is the set of all translations of some fixed subset ©. In addition, in their
condition there is freedom to specify only one metric p, so that p, = p for all = € Z%. Notice that this means,
in our language, that the resulting collection of metrics is not summable, which at first sight seems not to fit
the framework of Theorem 2.7. However, Theorem 2.7 can still be seen as a generalization of the Dobrushin-
Shlosman condition as we now explain. Suppose, as in the Dobrushin-Shlosman setting, that there exists
a coupled update rule K and a single metric p for which the condition in Theorem 2.7 holds with p, = p
for all z € Z4, and that the diameter of the blocks ©; used by K is bounded by some constant ». We can
then construct a slightly modified collection of metrics by letting p/. = (1 + ¢)~1*lp, where || stands for the
distance of the site x from the origin of Z¢ and € > 0 is a small enough constant. Since the volume of a ball
around the origin of Z? grows subexponentially with the ball’s radius, p’ is clearly summable for any ¢ > 0.

7



On the other hand, it is not too difficult to see that if the condition in Theorem 2.7 holds w.r.t. p, and if € is
small enough, then the condition also holds with p replaced by p’. The reason for this is that the influence of
a site can increase by a factor of at most (1 + ¢)” when replacing p by p’. In fact, in their proof Dobrushin and
Shlosman use a similar construction to the above. Furthermore, the fact that in their condition the metric
is the same for all sites restricts their condition to models on Z¢ (or, more precisely, to models on graphs of
sub-exponential growth). By allowing different metrics for different sites (but requiring that the collection
is summable) we are able to handle arbitrary graphs with no restriction on their geometry.

Remark: At this point it is also worth mentioning that in the literature, the Dobrushin-Shlosman condition
is sometimes referred to as a direct extension of the single-site Dobrushin condition although in fact the two
conditions are dual in nature. The reason for this misconception is that the Dobrushin-Shlosman condition
was only stated for translation invariant update rules (for ease of notation), allowing the authors to write it
in terms of the total influence on a site (or on a block) even though the property they used in the proof is that
the total influence of a site is small (inequalities 2.24 and 2.26 in the proof of Lemma 2.2 in [5]). To clarify
this point further, notice that for specifications on Z¢, when the coupled update rule is translation invariant
and the metrics p, are uniform in x, then the matrix of dependencies is translation invariant as well, i.e.,
I, depends only on x — y (the difference between the two d-dimensional vectors = and y). Therefore,
> Loy =22, Loy and thus sup, [y < sup, >°, Loy = sup, >, Loy = sup, I,. In other words, in
this setting, if the condition involving the total influence on a site holds (Theorem 2.5) then so does the
condition involving the total influence of a site (Theorem 2.7).

Remark: As we will discuss in more detail in section 4.2, conditions like the ones in Theorems 2.5 and 2.7
also imply that the Markov chain corresponding to the update rule ~ has essentially optimal mixing time.
This is in fact part of a more general framework of connections between optimal mixing time of the Markov
chain and uniqueness of the Gibbs measure. We also note that in the context of Markov chains the duality
between influence on and influence of a site was already mentioned in [2], where it was referred to as a
duality between conditions on the rows and on the columns of the dependency matrix respectively.

3 Proofs

3.1 Framework

Our theorems state that under certain conditions the Gibbs measure for a given specification ~ is
unique. Thus, following Proposition 2.2, we will show that if the hypothesis of the theorems is
true then for every finite region A we can find an infinite sequence of finite regions {An},,_g 1o,
such that A = Ag C Ay C ... C A, C ... and for every two (boundary) configurations ¢ and 7,
178,, = VA, lla — 0 asm — oo.

The construction of the sequence {A,,} depends on the collection of blocks {©;} used by the
coupled update rule given in the hypothesis of the theorems. For a subset of block indices S, let
®(5) := U,;c5(0; U 06;) stand for the region of sites that may influence the result of an update of
a block from S. Then the sequence {A,,} is defined recursively as Ag = A and Ay, 11 = ®(B(An))-
The important property of this sequence is that, if x € A,,, then all the sites that have non-zero
influence on z (via a coupled update) are included in A,,.;. Notice also that, since every site is
included in at least one block ©;, then ¥ C &(B(¥)) and therefore A,, C A,,41. It is also easy to
see that the sequence {A,,} consumes V/, i.e., that every site z € V is in some A,,.

The proofs of both our theorems will take the following form. For an arbitrary finite region A
and arbitrary boundary configurations ¢ and 7, using the given coupled update rule we will con-
struct a coupling @, of 7{ and 7} ~such that pA(Q.,) is exponentially small in m, and in par-
ticular, vanishes as m increases. This will conclude the proofs since, if  and ¢ stand for the two
coupled configurations under @),,, then

pA(Qm)
miny, ¢, PA(NA;EN)

and min,, ¢, pa(na,€a) > 0 because py is a metric on SA,

178, = VA lla < Prg,(na #&a) < (5)
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3.2 Path coupling

When a coupled update rule K is given then K;(n, &) is specified only for pairs (7, &) that differ
in a single site. Based on these atomic couplings, in this subsection we extend this definition to
coupled updates for arbitrary pairs of starting configurations. Before doing so, we set notation for
an update of a random block. Let S be a finite set of natural numbers indexing blocks. We write
kL= (3 ;egwik)) / ws for the distribution resulting from updating a random block from S starting
from conﬁgurat1on n, where the probability of updating ©, for i € S is proportional to w;. Similarly,
we write Kg(n,&) 1= (D_,cq wiKi(n,§)) / ws for a coupled update of a random block from the set S
starting from configurations n and ¢ that differ at a single site. Notice that Kg(n,¢) is indeed a
coupling of x and /ifs.

We now extend the definition of Kg to arbitrary pairs of starting configurations. We first con-
sider pairs (n, &) that agree on ®(S) (but may differ in arbitrarily many sites elsewhere). Notice that
such pairs induce the same distribution on configurations of ®(.S) when updating a random block
from S, and thus we define Kg(n,§) as the trivial coupling where the two resulting configurations
agree on ®(S) with probability 1. For general  and &, K is defined using a path coupling. Path
couplings (in a more general setting) were introduced in [2] where they were used to upper bound
the mixing time of certain Markov chains, although similar ideas were already used in the proofs
of the uniqueness conditions in [4] and [5].

The idea of a path coupling is to interpolate over differences at single sites, thus reducing the
definition of the coupling for general starting pairs (7, &) to those that differ at exactly one site.
Although in the literature the interpolation is usually taken only over the sites at which n and ¢
differ, here, in order to ease notation, we interpolate over all sites in ®(.5). Let 21, 22, ..., 2, be an
enumeration of the sites in ®(S), where n = |®(S)|. Given n and £, we then construct a sequence
of conﬁgurations 7© nW . p™ such that 5(® = n, and for 1 < j < n, n¥ =¥~V forall z #
while 17 = &,;. Observe that for every 1 < j < n, n\9) agrees with ¢ on {z1,...,2;} and with 7
on {z]+1, ..., Zn}. In particular, (™) agrees with £ on ®(S). Furthermore, 7~1) and n'%) may only
disagree at z;, and n¥) = U= if and only if  and ¢ assign the same spin to z;.

Using the above notation, observe that the couplings Ks(n—1,5(9)) are already defined for all
1 < j < n, as is the (trivial) coupling Ks(n™,¢). We go on to construct the coupling Kg(7, £).
Recall that K5(n,§) should be a coupling of «, and nfs, i.e, a coupling of the update of a random
block ©;, where i € S, starting from 7 and ¢ respectively. To construct this coupling, first choose a

configuration ¢(®) from r 2. Then, choose a configuration o) from /fgm according to the coupling
Kg(n,nV) conditioned on o(©) being the first configuration in the pair. It is easy to verify that the

. — . .. €)) c e . . . .
unconditional distribution of o(1) is indeed k2% . Continuing inductively, in step j, choose a configu-

ration o) from mg(j) according to the coupling K (/=" 5;) conditioned on 0U~1). Finally, choose

a configuration ot from HES according to the trivial coupling Kg(n("™, ¢) conditioned on o).

(The last coupling changes the configuration outside ®(S) from 7 to &). Notice that the joint distri-

bution of ¢(®, ™), ... 6"V is a simultaneous coupling of the distributions 7, mg(l), . /@g(n) /@g.

We define Kg(7, £) as the joint distribution of ¢(°) and ¢("*+1), which is indeed a couphng of k% and
3

Ky

The coupling Kg(n, £) defined above has the following important property, which can be verified
using the triangle inequality for metrics together with the fact that in the above construction the
joint distribution of U~ and ¢\¥) is Kg(n—1, nU)), by definition. For every region A C ®(9),

A(Ks(n,¢ ZpA Ks(n=",nW))). (6)

Now that a coupled update is defined for any two starting configurations, we can define an
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operator on couplings which, for a given coupling @, specifies the the result of a coupled update
when starting from two configurations chosen from Q.

Definition 3.1 Let ) be a coupling of two probability distributions p1 and ps on 2. Define

Fs(Q) = Q-Ks = > Q(n,Ks(n,€),
UES

where Q(n, &) is the measure of the pair (n,£) under the joint distribution ). Equivalently, viewing Q
as a probability distribution on Q2 x Q and Kg as a Markov kernel on Q2 x Q, Fg(Q) stands for the
distribution resulting from taking one step in the Markov chain defined by Kg when the starting state
is chosen according to Q.

Remark: Even though the space of pairs of configurations is infinite, we used a finite sum notation in
Definition 3.1 since in what follows @ will always be a finite distribution, i.e., the support of @ will be a
finite subset of pairs of configurations.

Notice that if K is a coupled update rule for v, and if @) is a coupling of 4§ and ~j, for some
U O |J;cq ©:i and two arbitrary (boundary) configurations ¢ and 7, then Fs(Q) is a coupling of
these two distributions as well. This is because both distributions are stationary under an update
of ©; foranyi € S.

As a final piece of notation, F{, stands for ¢ applications of Fs and is the analogue of performing
t coupled steps in a Markov chain.

3.3 Influence on a site

In this subsection we give the proof of Theorem 2.5, namely, that when the influence on every site
is small, the Gibbs measure is unique. Theorem 2.5 is an immediate consequence of the following
theorem.

Theorem 3.2 Let v be a specification, K a coupled update rule for v and p = {p,} a collection of
metrics. For any § > 0, let & = § + sup,, {I,m_ / WB () }, where I,. is defined w.r.t. K and p. Then, for
every finite region A, every positive integer m and any two boundary configurations o and T, there is
a coupling @, of 7} and v s.t. pA(Qm) < c|Ala™, where ¢ = max,cp,, Maxs, syes Pz(S1, 52) and
the definition of A,, is as in Section 3.1.

Notice that if sup, {I, /wp(,)} < 1 as in the hypothesis of Theorem 2.5 then there exists § > 0
such that & = 0 +sup, I, /wp(,) < 1. Furthermore, for a bounded collection of metrics (as in the
hypothesis of Theorem 2.5), ¢ = maxgea,, Maxs, s,e5 P (51, 52) is bounded by a constant indepen-
dent of m. Thus, Theorem 2.5 follows from Theorem 3.2 as explained at the end of Section 3.1.

The proof of Theorem 3.2 is based on the following lemma, which for an update of a random
block gives an upper bound on the average distance at a site x as a function of the initial distances
in the neighborhood of .

Lemma 3.3 Fix a coupled update rule K and a collection of metrics p. Let (Q be any coupling, x any
site and S any finite subset of block indices such that B(xz) C S. Then

pe(Fs(Q)) < (1—“’3“”’) 0@ + 52w p(@). @

WS yed(B(x))

Proof: The idea here is that the first term on the r.h.s. of (7) represents the contribution to the
distance at = when the updated block is not in B(z) (in which case the two spins at = remain
unchanged as does the distance at x) while the second term represents the contribution to the
distance when the updated block is one from B(z), in which case the distance can be bounded by

10



the total influence on x times the maximum distance of a site that may influence x, as explained
below. We proceed with the formal proof. By definition,

7,8 n,§

pe(Fs(Q)) = po (ZQ(%&) Ks(?%&)) = > Q. pu(Ks(n, €)).

We now recall the notation used in the construction of the path coupling in Section 3.2, i.e., let
21,..., 2, enumerate the sites of ®(S), where n = |®(S)|, and for given 7 and £ let = n® ... n™
be the corresponding sequence of configurations. Then, using (6),

pe(Fs(Q) < Y Q)Y pa(Ks(nl=, 7))
ne P

- HLZQ(%QZ[ Z w;pe (Ki(nU=Y D)) + Z wmm(Ki(n(J'l),n(j)»]
UES

j=1 [i€S\B(z) i€B(z)

= —ZQU& |:pa:77§ Z wz“‘z Z wzpac z ] 1) ()))]

ZeS\B(fr j=1i€B(x)
WRB(x 5 '
- (1 w( )> +7ZZQ’7’ > wipa(Ki(nV™D,n)),
J=1 ng 1€B(x)

where we made use of the facts that for i ¢ B(z), p.(K;(nU=1, 7)) = p,(nU~1,n)) and that
> i pz(nY=Y n@)) = p,(n,£). What remains to be shown is that

ZZan Y wipe (K™Y D)) < L sup py(Q). (8)

J=1 n¢ i€B(x) ye2(B(2))

Notice, however, that since ~1) and V) may differ only at z; then ZieB(m) wipe (Ki(nU=1 nl))) <
pz; (U=, nUN I, . Thus, the Lh.s. of (8) is bounded by

S LY QOp, U ) = N Lo > Qm,€)px,(1,6)
Jj=1 UES Jj=1 UES

< sSup {Py } Z Ix<—y

yeP(B(z)

= I:v«— sup py(Q)a
yEP(B(z))

where we used the fact that I, = 0 for y ¢ ®(B(x)). 0

Lemma 3.3 is useful since it uses only first order information about () in order to bound
pz(Fs(Q)), i.e., we only need to know bounds on the average distances at single sites regard-
less of how these distances depend on each other under @. In the proof of Theorem 3.2 below, we
use Lemma 3.3 iteratively to improve the bounds on single site distances.
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Proof of Theorem 3.2: For the § given in the theorem, let t,,, = [(wp(x,, ;) /Mingen,,_, {wpm }) In 3.
We will show that for any coupling @, every 0 < k < m, x € A,,,_x, and t > kt,y,

pr(Fpa, (@) < ca®, 9

where ¢ and « are as defined in Theorem 3.2. The theorem follows from (9) as explained next.
Take any coupling @ of 7 and ~; (for example, the product coupling). Then, for every ¢,
F]g( A1) (Q) is also a coupling of v and 7] = because the update rule is consistent with v and all
the blocks that might be updated in the process are included in ®(B(A,,—1)) = A, by definition.
Thus, by setting ¢ = mt,, we get a coupling @,, for which p,(Q,,) < ca™ for every x € Ay = A.
Hence, pA(@Qm) < c|A|a™, as required.

We go on to prove (9). Notice that the bound in (9) improves as time increases but only when
the distance of x from the boundary increases as well, i.e., we only have to consider sites in A,,, .
The idea of the proof is that once we have established a bound for sites in A,,_;, we can improve
this bound for a site z € A,,_x_1 by updating a random block from the ones that cover z, since
all the sites that influence = are in A,,_,. The chosen time parameter ensures that we will indeed
update a block from those that cover x with high probability.

The formal proof proceeds by induction on k. The base case (k = 0) is clear since p,(Q) <
maxs, s,es pz(s1,52) < c for every z € A, by definition of c. We assume (9) for k and show for
k+1. Fix an arbitrary x € A,,_x_1. We have to show that for every t > (k+1)t,,, px(FE(Am_l) (Q)) <

ca’*!. Notice that y € A,,_;, for every y € ®(B(x)) and hence we can use the induction hypothesis
together with Lemma 3.3 to get that, for every ¢ > kt,,,

WB(z) t—1 Lo k
@ = (1= Y @
P ( B(Am,l)(Q)) WB (A1) P ( B(Am—l)(Q)) WB(A, 1)

Therefore,

I, WpB(z) —1 Iy k
o (Ft Q)) — cakg (1—>[th Q)) — co
Pa( B(Am,l)( ) Wh) B ) Pa( B(Am,l)( ) Wh )

and hence, since by the induction hypothesis px(th(’Xm_l)(Q)) < ca®, then for all t > kt,,,
I wpE \M
pz(FE Q)) < cak—i—(l—) ca”.
(Fhin (@) < 2 S

In particular, for all ¢ > (k + 1)t,,,

I
px(FE(A (@) = I coF 4+ ek < caf T
m WR(z)
This concludes the proof of (9) and thus completes the proof of Theorem 3.2. O

3.4 Influence of a site

In this section we prove Theorem 2.7, namely, that when the influence of every site is small, the
Gibbs measure is unique. In contrast to the proof in the previous section, where we used the bound
on the influence on a site to show that the distance at every site decreases exponentially as we
recede from the boundary, here we will use the bound on the influence of a site to show that the
total distance decreases exponentially. Theorem 2.5 is an immediate consequence of the following
theorem.
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Theorem 3.4 Let « be a specification, K a coupled update rule for v and p = {p,} a collection of
metrics. For any 6 > 0, let o = 6 + sup, {I—y,} / (sup, {I—,} + inf, {wp() — I—y}), where I_,
is defined w.r.t. K and p. Then, for every region A, any positive integer m and any two boundary
configurations o and T, there is a coupling @) of Vo and vy . st pA(Q) < ca™, where ¢ =
max,, ¢ pa,, (1, &) and A, is as defined in Section 3.1.

+1

Notice that when p is summable then the combination of the conditions sup, wp(,) < 00, inf, wpg(,) >
0 and sup, {L_y Jw B(y)} < 1 in the hypothesis of Theorem 2.7 is equivalent to the condition
sup, {I—y} / (sup, {I—y} + inf, {wp(,) — I—,}) < 1. Therefore, for K and p as in Theorem 2.7,
there exists § > 0 for which « < 1, where « is as defined in Theorem 3.4. Furthermore, the summa-
bility of the collection of metrics in Theorem 2.7 implies that ¢ = max, ¢ pa,, (1, ) is bounded by a
constant independent of m. Thus, Theorem 2.7 follows from Theorem 3.4 as explained at the end
of Section 3.1.

The proof of Theorem 3.4 is based on the following lemma, which is similar in spirit to Lemma 3.3,
but rather than bounding the average distance at a single site, here we bound the average total dis-
tance in a region A as a function of the initial average total distance in the neighborhood of A,
when updating of a random block.

Lemma 3.5 Fix a coupled update rule K and a collection of metrics p. Let ) be any coupling, A any
region and S any finite subset of block indices such that B(A) C S. Let MAX = maxycqo(p(a)) {1y}
and MIN = minyeq,(B(A)) {wB(y) - L—y} . Then

MAX + MIN MAX
pa(Fs(Q)) < (1 - ws) pa(Q) + e Pa(B(A))(Q)- (10)
Proof: We start by using the path coupling bound (6) to get
pa(Fs(Q)) < D Q0,6 pa(Ksnl=1,nl)y), (11
uB3 Jj=1

where n = |®(S)| and the sequence of configurations 1) is as defined in the construction of the
path coupling. In turn, we can bound pa(Kgs(n¥~1,n0))) depending on the location of z; (the
only site at which nl/=1 and n) may differ) as follows:

' ' ' ' Ihzj/wg—kl—wB(zj)/wS zj € A
pa(Es(n=D, 00y < p. (=D, 00y x I, Jws 2 € ®(B(A))\ A;
0 zj ¢ ®(B(A)).
(12)

Notice that (12) follows from the fact that K5 = (}_;cqw;K;) / ws, the definition of /.., and
the following four observations. First, when z; € ©;, pa(K;(nU=Y,n))) < pe, (K;(nU=1,nl)))
because all the sites outside ©; remain unchanged and thus the coupled spins of all sites outside ©;
agree with certainty in the coupling K;(n=1, 5()). Second, when z; € A\ ©; then in addition
to the distance at ©;, there may be positive distance at z;, which is not accounted for by the
distance in ©; but which needs to be accounted for as part of the distance in A. Thus, in this
case, pa(Ki(n¥ =, 99)) < p.; (=D, 99)) + pe, (Ki(nV =1, 7)), where we used the fact that the
distance at z; remains unchanged by the update of ©;. Third, when z; ¢ A, pa (K;(nV=1,5n0))) <
peo, (K;(nU=Y n19))) regardless of whether z; € ©; or not because there is no need to count the
distance at z;. Fourth, if z; ¢ ®(B(A)) then z; cannot influence the resulting configuration in A,
ie., pa(Ki(nU=1 nl))) =0 for all i. This is because the only updates that may incur a non-zero
distance at A are of blocks for which ©; N A # (), but then nU~1) and n) agree on ©; U 9O, since
zj ¢ ®(B(A)) so the distance in ©; remains zero.
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Now, by plugging the bounds in (12) into the rh.s. of (11), and since p.,(nv=,70))) =
pz;(1,€) and pa = >°, A py, We get:

oa(Fs(Q) < 2(1_%+Ly>py(@)+ =T N(e)

w w w
yeA 5 S yed(BANA 2

- (1 _ mingea {wpg) — Ly}> oa(Q) 4 Mvermama -}

ws ws paBaN\A(Q)

MIN + MAX MAX
< (1- +

MAX
- >PA(Q)+ ws PrENAQ)

ws

MIN + MAX MAX
= <1 - > pa(Q) + paB(A) (@),
ws wg
where we used the fact that pa + pa(B(a))\a = Po(B(A))- 0

From here onwards the proof of Theorem 3.4 continues in a very similar manner to that of the
proof of Theorem 2.5, using Lemma 3.5 iteratively to improve the bounds on average distances in
regions.

Proof of Theorem 3.4: For the § given in the theorem, let t,,, = [(wp(y,,) / mingen,, {wp,)})n 5]
We will show that for any coupling @, every 0 < k < m, xz € A,,,_x, and t > kt,y,

PAm_k(FJg(Am)(Q)) < ca, (13)

where ¢ and « are as defined in Theorem 3.4. The theorem follows from (13) as explained next.
Take any coupling @ of YR and VApir® Then, as we already explained in the proof of Theo-
rem 3.2, for every ¢, Q' = F};( Am)(Q) is also a coupling of 7§ and 7} . . Thus, by setting
t = mt,, we get a coupling @’ for which pp,(Q’) < ca™, as required since Ay = A.

We go on to prove (13). The idea of the proof is that once we have established a bound for
the average total distance in A,,_j, we can improve on this bound for the average total distance in
A, —k—1 by updating a random block.

The formal proof proceeds by induction on k. The base case (k = 0) is clear since py,, (Q) <
max, ¢ pa,, (1,€) < c by definition of c. We assume (13) for £ and show for k + 1. We have to show
that, for every ¢t > (k+1)t,,, we have py _, , (FfB(Am)(Q)) < caf*1, Since ®(B(Am_r-1)) = Ap—i»
we can use the induction hypothesis together with Lemma 3.5 to get that for every ¢ > kt,,,

MAX + MIN MAX
t < 1 - Ft_ ¥
pAm—k;—1<FB(Am)(Q)) >~ ( U)B(Am) ) p/\m—k—l( B(Am)(Q)> + wB(Am) cox o,

where MAX = maxyea,,_, {I—y} and MIN = minyes,, , {wp() — Iy }. Therefore,
MAX
¢ k
P () (@) = g an e =

MAX + MIN . MAX
|- 2T AR F N
< WB(Am) > [pA’""“‘l( B (@) = FiaX 5 v e
Notice that minyen,, , {wpq)} < MAX + MIN < maxyen,,_, {wp(,) }. In particular, this means

that the factor (1 — %) > 0. Now, since by the induction hypothesis pa,,_,_, ( Fg‘zﬂ/{m)(Q)) <
PAm,k(Fg(X )(Q)) < co®, then for all t > kt,,,
MAX MAX + MIN ¢ F+tm
pAm—k—l(Fg(Am)(Q)) < ca® + (1 — > ok

MAX + MIN

MAX i { P\
mMiNgyeA,, & wB(y) k
U [ I — :
= MAX + MIN“ +< Wh A «“

WB(Am)
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In particular, for all ¢ > (k + 1)t,,,

. MAX .

< 7 ook kt1
PAm—i1 (FBa,) (@) < MAX + MIN % + dca

< co
This concludes the proof of (13) and thus completes the proof of Theorem 3.4. 0

Remark: Notice that if the diameter of all blocks ©; is bounded by some constant r then the region A,, as
defined in Section 3.1 is included in the ball of radius mr around A. Thus, if the conditions in our theorems
are satisfied by coupled update rules with blocks of bounded diameter, then not only is the Gibbs measure
unique, but in fact the influence of a boundary condition in finite volume distributions on an inner subset A
is exponentially small in the distance of A from the boundary.

4 Extensions

4.1 Extending the model

The conditions in Theorems 2.5 and 2.7 are applicable in more general settings as well. First, the
requirement that /e@ (the result of updating the block ©;) depends only on ©; and its boundary
can be relaxed to dependency on sites within a bounded radius r from ©;. The definition of the
sequence {A,,} is then adapted to this setting by letting A,,+1 = B(An) U 9,6(A,,), where 0, A
stands for the set of sites outside A that are within distance r from A. The rest of the statements
and the proofs follow unchanged. Using update rules that depend on sites within distance r is useful
when the models have finite range interactions rather than just nearest-neighbor interactions, i.e,
potentials are defined for every subset of diameter at most r rather than just single sites and edges,
which is the case r = 1.

A second observation is that we can omit the restriction that the spin space S is finite, and
instead work with a measurable space S equiped with a o-algebra B of subsets of S. In this case, the
metrics p, are required to be measurable functions w.r.t. Bx 5. Up to minor notational and language
issues involving infinite spaces, our proofs carry through to this setting except that it may no longer
be possible to derive an upper bound on the total variation distance of two distributions when
projected onto S* from pa(Q) as we did in (5). However, the rest of our discussion leading to (5)
is still valid. In particular, under our conditions, for arbitrary = and o there exists a coupling of 77
and 3 for which p,(Q) is exponentially small in m. This means that the Kantorovich-Rubinstein-
Ornstein-Vasserstein (KROV) distance (see, e.g., [5] for a definition) between the two distributions
w.r.t. pp is exponentially small in m and in particular, that the limits of the two sequences of
distributions as m — oo are the same, i.e., the Gibbs measure is unique.

4.2 Markov chains

As was shown in [2] and [20], conditions like the ones in Theorems 2.5 and 2.7 give upper bounds
on the mixing times of the corresponding Markov chains. In this setting the graph G is finite, and
thus there is always a unique Gibbs measure p. Notice that now the collection of blocks {©;}
specified by a coupled update rule is finite as well. Let n = |V|, and m = }_; w; / ming wp(y).
Given a specification v and a coupled update rule for v, the corresponding Markov chain is the one
whose steps are defined as follows. First, a block ©; is chosen at random from the finite set S,
where S is the whole collection of blocks and the probability to choose ©; is proportional to w;.
Then, the configuration in ©; is updated according to ], where 7 is the current configuration. By
definition, p is a stationary measure of this Markov chain. If  is the unique stationary measure we
can discuss the mixing time 7(¢) of the chain, defined as the number of steps required to get within
total variation distance ¢ from 4 starting from an arbitrary configuration.
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When the influence on a site is small as in Theorem 2.5, i.e., max, {I, /wp(, } < 1, then p
is necessarily the unique stationary distribution of the above Markov chain and the mixing time

7(e) < ™ log("™2), where ¢ = 1 — max, {I,. /wp(,)} and Dy = "Seeieneas 1201 phe proof

of this fact is based on Lemma 3.3 in a similar way to the proof of Theorem 2.5 by giving an
upper bound on the distance at any site when running a coupled process. Specifically, for any
initial coupling @ (of two arbitrary distributions), let §; = max, F(Q). Then Lemma 3.3 yields
O¢41 < (1—5)6¢. Since §g < maxy s, s, Pz(S1, 52), we conclude that the probability that two coupled
configurations on G disagree after ¢ steps is at most nD; (1 — <)*, and in particular, the mixing time
T(e) < 2 log(”TDl). Furthermore, the fact that the variation distance goes to zero at least as fast
as (1 — <)’ means that the spectral gap of the Markov chain is at least %3 We also note that we can
get better bounds for the projected mixing time (see [8] for precise definition). Specifically, when
we require that the probability of disagreement in a subset (rather than the whole graph) be ¢, we
obtain the same bound on the mixing time as above, but with n replaced by the size of the subset
and the minimum in the denominator of D; taken only over sites = that belong to the subset.
When the influence of a site is small in the Markov chain setting, we can use the standard path
coupling argument as in [2] to bound the mixing time. Specifically, if max, {L_y / wB(y)} <1
then y is necessarily the unique stationary distribution of the Markov chain and the mixing time

7(e) < Zlog(£2), where ¢ = 1 — max, {I_, /wp(,)} and Dy = %' This bound can

also be derived from Lemma 3.5 by using the fact that V = ®(B(V)) to get that py (F5t(Q)) <
(1—£)py (F&(Q)). Since py(Q) < maxy, ¢ py(n,§), we get that the probability that the two coupled
configurations disagree after ¢ steps is at most Dy(1 — <£)’, and in particular, the mixing time
T(e) <2 log(£2). Again, the fact that the variation distance goes to zero at least as fast as (1 — < )¢
means that the spectral gap is at least >. Finally, as a side remark, we note that Dy > n since
maxy ¢ PV(% §) = Zz MmaXs sy pa:(sh 32) while miny,c¢ PV(Ua g) = ming s, s, Pm(31, 32)-

In many situations, the finite graph G is in fact a subset of an infinite graph. For example, take
any spin system on the integer lattice Z?. We can then consider a Markov chain for sampling from
74 > where 7 is any boundary condition and A is the regular box of side length L centered at 0. It
is important to notice that the fact that the condition in Theorem 2.5 (or 2.7) holds for the infinite
graph does not necessarily imply that the corresponding condition (with the same parameters)
holds when we consider the Markov chain on the finite subset A. The reason is that some of
the blocks ©; may intersect A without being included in it. Therefore, these blocks cannot be
updated in the Markov chain. But then, if we omit these blocks, the condition need not necessarily
continue to hold. For example, it may be the case that the influence on a site x near the boundary
of A is increased because the blocks that include x but are not contained in A (“ignored blocks”)
contribute less to the distance at x than an average block does. This issue was already addressed
in [6] and [20], where stronger conditions were given which require that the influence bounds
still hold even if instead of updating an entire block ©; we update any subset of it; this allows
one to add ©; N A to the blocks used by the Markov chain and retain the original condition on
total influence. We skip the details here. These stronger conditions also imply what is often called
strong spatial mixing, where correlations decay exponentially with the distance from the portion of
the boundary where the two boundary configurations differ rather than with the distance from the
boundary as a whole. See [6, 20, 14] for more on stronger conditions of this type.

Finally, we mention that the fact that similar conditions imply both the uniqueness of the Gibbs
measure and optimal mixing time of the corresponding Markov chain is part of a more general
framework of relationships between spatial and temporal mixing properties [20, 14, 3, 13, 8, 1]. For

$The spectral gap of a Markov chain with transition matrix P is defined as 1 — |2, where ) is the second eigenvalue
of P. It is well known (see, e.g., Equation (1.2.5) in [19]) that for any matrix norm | - ||, lim¢—eo || Pt — P°[|'/t = |A2],
where P°° is the matrix whose rows are all equal to the stationary distribution p of P. Hence, if for every initial
configuration of the chain the variation distance from 1 goes to zero at least as fast as (1—-=)* then clearly [Az| < (1—<).
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example, optimal projected mixing as mentioned above implies uniqueness of the Gibbs measure
(and an exponential decay with m of the influence of any boundary condition outside A,,, as in
Theorem 3.2) [8].

5 Applications

In this section we illustrate the use of the conditions given in Theorems 2.5 and 2.7 by carrying out
the appropriate calculations for a few specific models in specific ranges of their parameters, thus
showing uniqueness of the Gibbs measure for these models in the appropriate ranges. Although we
do not extend the previously known range of parameters for which the Gibbs measure is unique,
we do extend the range for which finite size conditions of the Dobrushin type hold. In addition,
the examples given here shed additional light on our two conditions and the differences between
them, and might also serve as guiding examples for readers seeking to establish uniqueness of the
Gibbs measure for other models by applying Theorem 2.5 or Theorem 2.7.

The following notation is used in all our examples. Recall that one of the ingredients that needs
to be specified in our conditions is a collection of metrics p. All the examples we mention in this
paper use a collection of metrics of the form p, = u,ps, where u, € RT is a weight associated with
site z, and ps is the metric that assigns 1 to any pair of distinct spins and 0 to a pair of identical
spins. In particular, for a coupling @, p,(Q) is exactly u, times the probability (under @) that
the two coupled spins at x differ. From here onwards a collection of metrics will be specified by
determining the set of weights u,, and implicitly setting p, = u,ps.

5.1 Colorings of biregular bipartite graphs

We start with an example that emphasizes the differences between the two conditions. These
differences are better clarified when the matrix of influences is not symmetric, i.e., the influence
of site y on site x is not the same as that of = on y. An example of a model where this symmetry
is broken is the model of colorings on a tree with alternating branching degrees. In the colorings
model (or antiferromagnetic Potts model at zero temperature) the set of spins S = {1,...,q},
where we view each of these values as a distinct color. The edge potentials Uy, , assign infinite
energy to pairs of the same color and zero energy otherwise, and the single-site potentials U, are
identically zero. Thus, feasible configurations correspond to proper colorings of the sites, and the
finite region Gibbs distributions are uniform over proper colorings that agree with the boundary
condition. We consider colorings on a tree with alternating branching degrees, i.e., the underlying
graph is the infinite rooted tree in which vertices at even distance from the root have b; children,
vertices at odd distance from the root have b; children, and b; # by. The parameters of the model
are thus ¢ and (b1, b2). We apply our conditions to establish that, for ¢ > b; + by + 2, the Gibbs
measure is unique. We give two proofs, one using Theorem 2.5 and the other using Theorem 2.7.
We note that uniqueness for colorings on a tree is known to hold for a wider range of parameters.
For example, when b; = by (the tree is regular of degree b; + 1), the Gibbs measure is unique if and
only if ¢ > b; +1 [11]. However, the range of parameters for which we show uniqueness here is still
larger than that given by the original Dobrushin condition, which is ¢ > 2(max {b1,b2} + 1). (The
calculation using the original Dobrushin condition was first done in [18], and implies uniqueness
for any underlying graph and ¢ > 2 max, deg(z), where deg(z) stands for the number of neighbors
of ).

In order to use our theorems we need to specify a coupled update rule for the model. For this
example, we use the simple update rule in which each block is a distinct single site, the weights
of the blocks are uniform (e.g., all 1) ¥, and where updates are done according to the heat-bath

TWhen each block is a single site (or more generally, when each site is included in exactly one block), allowing general
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rule. We identify a block ©; with the site = it consists of and write <7, in place of 7. Notice that for
the colorings model, a heat-bath update means that under 7, the color at x is chosen uniformly
at random from the set of colors not assigned to neighbors of x under 7. Notice also that for
g > max {b1,be} + 1 (i.e., when the number of colors is larger than the maximum degree of the
graph — as is the case for the range of ¢ we consider), 7 as above is well defined even if 7 is
infeasible, as required.

In order to complete the specification of our coupled update rule we have to specify how to
couple two updates starting from two configurations that disagree at exactly one site, i.e., we need
to specify K,(n,&) for pairs n and ¢ that differ at exactly one site y. We need only specify this
coupling when y is a neighbor of x or y = x because otherwise the coupling is required to be the
one in which the spins at x agree with probability 1. We set K, (7, £) to be a coupling that minimizes
the probability of disagreement between the spins at z. When y = x this simply means the coupling
in which the two resulting configurations agree with certainty (since we use a heat-bath update,
k1 = k5 when n and ¢ differ only at ). When y is a neighbor of z, and when the number of colors
available for the update of the spin at x under 7 is the same as under ¢, the optimal coupling is
described as follows. Suppose that under both configurations the number of available colors at x
is a, and w.l.o.g. that n, = 1 and &, = 2. Then, K,(n,§) assigns probability 1/a to the pair of
configurations in which x is colored 2 and 1 respectively, and for each of the other ¢ — 1 available
colors s, K, (n,&) assigns probability 1/a to the pair of configurations in which both spins at z are
colored s. Thus, the probability of disagreement is 1/a. The coupling K,(n, {) takes a similar form
when the number of available colors at x under 7 is not the same as under ¢ (this number may
differ by one) so that in either case, the probability of disagreement at = is 1/a, where a is the
number of available colors at « under the configuration for which the number of available colors is
smaller. In particular, the probability of disagreement is at most 1/(q — deg(z)) (with equality for
at least one pair 7, £).

The final ingredient we need to specify is the collection of metrics p. Since we use a collection
of the form p, = u,ps, we only need to specify the weights u,. Although we use non-uniform
weights in order to show uniqueness for the range of parameters mentioned before, it is instructive
to first consider the case in which the u, are uniformly set to 1, which is the setting in the original
Dobrushin condition. Under this setting, I,., = 1/(q — deg(x)) since p,(K.(n,§)) is simply the

probability of disagreement at = under the coupling K,(n,¢). Thus, sup, I, = sup, qi%(gx()x) =

b1+1 ba+1
q—b1—17 g—ba—1

since each site is covered by exactly one block whose weight is 1. Thus, using Theorem 2.5 (or
equivalently, the original Dobrushin condition) we get that the Gibbs measure is unique in the

max{ } Recall that for the collection of blocks we use, wg(,) = 1 for every z

range of parameters that satisfy max { qﬁlbﬂl , %} < 1,i.e., for ¢ > 2(max {by,bo} + 1).

We pause to observe that the colorings model with the above choices of update rule and collec-
tion of metrics is a good example of the fact that influence on and of a site may differ. First, since
neighboring sites have different degrees, I, # I,—,. Furthermore, for a site y with b; children,
the total influence of y is I._,, = flb‘:il (This is because y has b; + 1 neighbors, and the influence
of y on each is 1 /(¢ — ba — 1) because the degree of each neighbor is by + 1.) Thus, the maximum

bi1+1 bo+41
g—b2—17 g—b1—1

ence on a site when b; # by. Notice also that we cannot use the above uniform collection of metrics
in order to show uniqueness using the condition based on total influence of a site (Theorem 2.7)
because this condition requires that the collection of metrics be bounded, and a uniform collection

total influence is sup, I._, = max{ }, which is less than the maximum total influ-

sets of weights {w;} does not add any generality to our conditions, i.e., for any coupled update rule using a collection of
blocks of the above type, the satisfiability of the conditions in Theorems 2.5 and 2.7 is unaffected when changing the set
of weights to be uniformly 1. This is because, when each site is covered by exactly one block, the quantity .. / wpg ()
in Theorem 2.5 is independent of the choice of weights, and the condition in Theorem 2.7 is not affected if we absorb
the weights w; into the collection of metrics p.
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is clearly not bounded.

We now go on to establish uniqueness of the Gibbs measure for ¢ > b; + by + 2, improving on
the range of parameters for which uniqueness is obtained using the original Dobrushin condition.
We give two proofs of this fact, using Theorems 2.5 and 2.7 respectively. For each proof we use
a different set of weights u,. We start with the condition based on the total influence on a site
(Theorem 2.5). As is apparent from the analysis of the setting in which w, is uniform, there is room
for improvement since the total influence on sites of the larger degree is larger than on those of
the smaller degree. We give the two types of sites different weights in order to balance the total in-

fluence they get. Let uy = 1/ 2=98@) This yields Ly = g ey = \/ s

deg(w) (¢—deg(y))(g—deg(x))deg(x)>

(qflgiBEZiill) for every x. Thus, using Theorem 2.5, the Gibbs measure

is unique in the range of parameters for which the last expression is < 1, i.e., for ¢ > by + by + 2.
We now give the second proof of uniqueness for the above range of parameters, this time
using the condition based on the total influence of a site (Theorem 2.7). In order to use this
condition, we have to set the weights u, so that they yield a summable collection of metrics, i.e.,
> . Uy has to be finite. In addition, we optimize the weights to minimize the maximum total
influence of a site, i.e., we balance the total influence of different sites. In the resulting choice of

weights, u, depends on (and is determined by) the distance of x from the root of the tree. We thus
q—b1—1
b1+1

and therefore, I, =

and

write u, for the weight of a site at distance ¢ from the root. Set ugy = [(1 4 €)b1by]™*

Ugpy1 = %[(1 + €)bybg] ¢ qgfﬁl, where ¢ > 0 is a small enough constant to be determined later.

Clearly, 3", u, is finite because the total weight at level ¢ is proportional to (1 + ¢)~L¥/2]. We go on
to calculate the influence of a site under this choice of weights. Consider a site y at distance 2/ from
the root. This site influences its parent as well as its b; children. The probability of disagreement
under the relevant coupling is 1/(q¢ — by — 1) for both the parent and the children, but observe that
the weight of the parent differs from that of the children. Specifically,

U20—1 U2¢+1

uge(q — by — 1) uge(q—b2— 1)

(14 &b +1 [(br+1)(g—by—1) (b1 4 1)(by + 1)
T k-1 \/<q—b1—1><62+1> : ““)\/<q—bl—1><q—bg—1> '

For y at distance 2¢ + 1 from the root, a similar calculation gives the slightly better bound /., <

\/ C (b1+1)(by+-1) Applying Theorem 2.7, we conclude that the Gibbs measure is unique in the

q—b1—1)(g—b2—1)"
range of parameters for which there exists ¢ > 0 such that (1 + e)\/ 0 (b1 41)(bz 1)

(g=b1-1)(¢=b2-1)
q > by + by + 2.

We conclude this subsection by observing that the result obtained here (uniqueness for ¢ >
b1 + by + 2) holds for any (b + 1,by + 1)-biregular bipartite graph, i.e., for any bipartite graph
on vertex set V3 U V5 in which vertices in Vi, V, have degrees by, by respectively. Indeed, if we
examine the first of the two proofs we gave for the tree (the one using total influence on a site),
we see that the only structure of the graph that we used is that for any site, either its degree is
b1 + 1 and all its neighbors are of degree by + 1, or its degree is be + 1 and all its neighbors are of
degree b; + 1. This property holds for any bipartite graph of the above type. We are unaware of
any literature discussing colorings of biregular bipartite graphs, and we believe the above bound
to be the best known for general graphs of this type (specifically, for those that are not trees).
The only previously known bound available for graphs of this type is the one obtained from the
original Dobrushin condition (which holds for any graph). As mentioned before, this bound is
q > 2sup, deg(z) = 2(max{b1, b2} + 1), and our bound improves on this for b; # bs.

< 1, i.e., for
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5.2 Ising model on a regular tree

The next model we discuss is the Ising model (as defined in Example 1) on the infinite b-ary tree
(in which every vertex except the root has degree b + 1). Recall that in this model the parameters
are the inverse temperature (3, the external field i, and the branching degree of the tree b. In this
model, the range of parameters for which the Gibbs measure is unique is known exactly [17, 9].
Specifically, there exists a critical temperature [y(b) = %ln(gf—}) such that for § < (; the Gibbs
measure is unique for all external fields h. For 5 > f3, there exists a known critical value h.(/3,b) >
0 such that the Gibbs measure is unique if || > h., and there are multiple Gibbs measures if
|h| < h.. We will show that both our conditions hold throughout the supercritical regime (i.e., for
B > By and arbitrary h, or 8 < [y and |h| > h.), an evidence of the tightness of our conditions.
We compare this with the range of parameters for which the original Dobrushin condition holds,
which is 8 > % ln(bJ“TQ) and arbitrary h. The update rule we use in our proofs is a heat-bath update
of a finite subtree. This illustrates another new feature of our conditions, i.e., allowing updates of
finite subsets on any graph. As part of our discussion, we also show that the respective restrictions
on the collections of metrics in Theorems 2.5 and 2.7 are both necessary. This is done by giving a
coupled update rule and collections of metrics that satisfy the conditions in these theorems except
for the respective restrictions on the collection of metrics, for some 3 > . and h = 0, i.e., in the
regime where there are multiple Gibbs measures.

5.2.1 Single-site updates

We start by considering the heat-bath update rule on single sites and the uniform collection of
metrics (where u, = 1 for all x), which is the setting in the original Dobrushin condition. Recall
that a heat-bath update simply means that 7, = 47. For n and ¢ that differ at a single site y, we set
K.(n,&) as the optimal coupling of ~; and 7%, ie., pa(Ko(n,€) = |7 — 44|z Notice that if y = «
then K,(n,&) = 0 because then ~; and ~¢ are the same. If y is a neighbor of z, it is well known

(e.g., [1, 15]) that || — 7§;Hm < gﬁ;gjﬁ (with equality if the spins of the neighbors of = other
BB

than y are divided equally between pluses and minuses). Thus, I,y < S

degree of x is odd), and the total influence on any site z is I, < (b+1) gﬁ;g:ﬁ . Using Theorem 2.5

(or, equivalently, the original Dobrushin condition), this immediately establishes uniqueness of the
Gibbs measure for 3 such that (b + 1)?2;::2 < 1,ie., for g < %IH(HTQ), and arbitrary h. For the
same range of parameters, it is also easy to see that the dual condition in Theorem 2.7 holds for
the same coupled update rule, but setting u, = [(1 + €)b]~|*|, where |z| stands for the distance of
from the root of the tree and ¢ is a small enough constant (this is needed in order for the collection
of metrics to be summable).

We now use the simple coupled update rule described above in order to show that the restric-
tions imposed on the collection of metrics used in Theorems 2.5 and 2.7 respectively are necessary.
We start with Theorem 2.5. Consider the collection of metrics resulting from setting u, = (v/b)!®.
This is clearly not a bounded collection because u, grows to infinity with the distance of = from
the root of the tree. Since now the weight of a site is v/b times the weight of its parent, it is easy to

see that for every =, I, < [b- % +1-/0) f—eP _ 9,/p2=¢"" Thus, for this choice of weights,

(with equality if the

— eB+e—B eBte—B"
sup, I, < 1for B < %ln(ggﬂ). However, since %ln@gi) > $In(2t) for b > 4, for this choice

of weights the range of parameters for which the condition holds includes values for which the
Gibbs measure is not unique. We thus conclude that the requirement that the collection of metrics
be bounded is necessary for Theorem 2.5 to hold.

We go on to consider Theorem 2.7, and show that the requirement that the collection of metrics
be summable is necessary for this Theorem to hold. Consider the same coupled update rule as
above, but set the weights u, = (\/5)"“. Although this collection is bounded, it is not summable
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because the total weight of sites at distance ¢ from the root is (v/b)¢, which goes to infinity with £.
A calculation similar to that in the previous paragraph gives that sup, I, < 2v/b 2212:2. Hence, as
before, for this choice of weights sup, I._, < 1 for some values of 3 for which the Gibbs measure
is not unique. We thus conclude that the requirement that the collection of metrics is summable is
necessary in Theorem 2.7.

A slight modification of the last example shows that the requirement that sup, wpy) is finite is
also necessary in Theorem 2.7. Recall that so far, we only used collections of blocks in which the
weights were uniformly set to 1. In fact, in the rest of the applications in this paper we continue
to only use collections of this type, except here, where we wish to demonstrate the necessity of
the restriction that sup, wp(y) is finite. Thus, consider the coupled update rule from the last two
paragraphs, with metric weights u, = [(1 + ¢)b]~|*l (so the collection of metrics is summable),
except that now the weight of a block w, = [(1 + €)v/b]*l. Since each site y is included in the
unique block ©, = {y}, B(y) consists of only this block and wg(,) = wy. Thus, the above choice of
block weights violates the requirement that sup, wpy) is finite because w, grows to infinity with [y|.
In addition, it is easy to see that the quantity sup,, {I —y /W B(y)} remains exactly the same as in the
example of the previous paragraph because the product w,u, is unchanged for all =, and since the
coupled update rule is the same (up to the change of weights). We thus conclude as in the previous
paragraph that the requirement that sup, wp,) is finite is necessary in Theorem 2.7.

5.2.2 Sharp uniqueness bounds using larger blocks

We now go on to show that both our conditions hold throughout the supercritical regime of param-
eters by considering updates of finite sub-trees.

Theorem 5.1 In the Ising model on the regular b-ary tree, for the following regimes of parameters
there exist a coupled update rule and a collection of metrics that satisfy the condition in Theorem 2.5:

(i) B < Bo and arbitrary h;
(ii) 8> Po and |h| > he(B).

Furthermore, for the same regimes of parameters, there exists a collection of metrics that together with
the above coupled update rule satisfies the condition in Theorem 2.7.

Proof: We will only give the proof for regime (i). The proof for regime (ii) goes by a similar but
slightly more involved argument, which we sketch at the end. The coupled update rule we use
is based on a heat-bath update of a finite size complete subtree. Thus, the collection of blocks
is constructed as follows. For every site z, let ©, be the complete subtree of height ¢ — 1 rooted
at z, where ¢ is a (large enough) constant to be determined later. Notice that ©, consists of ¢
levels (including the level of z itself). The collection of blocks includes O, for every z, plus the
¢ — 1 blocks which are the complete subtrees of height 0, 1, ..., ¢ — 2 respectively, rooted at the root
of the original infinite tree (for convenience, we think of these extra blocks as subtrees rooted at
imaginary ancestors of the root of the original tree). The addition of the extra blocks guarantees
that every site is covered by exactly ¢ blocks. As usual, the weight of every block is set to 1.

As before, we write «2 for the distribution resulting from an update of ©,. Since we use a
heat-bath update, 7] = fygz. We need to specify the coupling K, (n, &), where n and ¢ differ at
exactly one site y € ©, U 00,. If y € O, then K,(n, ) is defined as the coupling in which the two
configurations agree with certainty. For y € 90, we use the optimal coupling as constructed in [1]
and later in [15]. In particular, this coupling is constructed recursively along paths of the tree, such
that for every z € ©., the probability of disagreement at z under K. (, ¢) is < (4=<2)l==| where
| — y| stands for the graph distance between z and y.

eBte—P

21



Consider now the uniform collection of metrics Where u, = 1 for every x. We note that for this
choice of weights, if 2 € O, then p,(K.(n,£)) < (55_ ==l for 5 and ¢ that disagree only at
y € 00,. We go on to calculate the influence a site y has on site z. First, observe that if |y — z| > ¢
then I, , = 0. If |y — 2| < ¢ (and y # =) then there is exactly one block ©, through which y
influences x. This is because y is on the boundary of exactly b + 1 blocks, namely the b blocks
rooted at each of the children of y, and the block rooted at the ancestor ¢ levels above y. Thus, if
is an ancestor of y, then y influences x through O, if and only if z is the ancestor ¢ levels above y.
If x is a descendent of y, then y influences x through O, if and only if z is the child of y that is the

ancestor of z (and z = x if = is an immediate child of y). We conclude that 7, , < (zg;::g )‘x_y‘.

Thus, for every z, -
¢ —B\J
b+1 e —e P
= Tt < 5 S (Vi)

Now, since each site is included in exactly ¢ blocks then wp,) = ¢ for every z. Thus, the above
coupled update rule satisﬁes the condition in Theorem 2.5 if [, < ¢ for every . However, for
g <t ln(lgﬂ) gZ T Z < b Thus, for this range of (3, I, is bounded by a constant independent
of ¢, and hence I.. < / for a large enough ¢ (depending on (), as required.

We go on to show that for the same range of parameters of the Ising model, there exists a
collection of metrics which together with the above coupled update rule satisfies the condition in
Theorem 2.7. Here we need to have a summable collection of metrics, and for this purpose we set
u, = [(1+¢€)b]~1*, where ¢ > 0 is a small enough constant (which may depend on (3, b) but not on ¢)
to be set later. Let us calculate /., for this collection of metrics. As before, it is enough to show that
I_, is bounded by a constant independent of ¢. First, notice that for the above choice of weights,
the total weight of the sites below y is at most a constant times w,, so the contribution to I._,, of the
blocks immediately below y is bounded by a constant even if the spins of all sites included in these
blocks disagree with certainty. We still need to consider the block above y. Let z be the ancestor /
levels above y. We need to show that pg_(K,(n,§)) is bounded by u, times a constant independent
of ¢, for every n and ¢ that differ only at y. Since the coupling we use was constructed recursively
(see [1, 15]), a disagreement at a site x € O, can occur only if all the sites on the path from y
to x have disagreeing spins. Combining this with the fact that for every site z, the total weight of
sites below z is at most a constant times u,, we see that pe, (K,(n,&)) is bounded by a constant
times the average total distance along the path from y to z. It is therefore enough to show that the
average total distance along this path is at most a constant (independent of ¢) times u,. Notice that
the weight of an ancestor j levels above y is u,[(1 + €)b]’, but that the probability of disagreement

at that site under K,(n, {) is at most (egjre*g .. Thus, the above distance along the path is at most

Uy Z] 1 +e )bz{z —)7, which is bounded by a constant times w, if < 1 In(%1) and € is small
B e

enough (such that (1 + ¢) e 7{7 < b), as required.

We conclude with a few comments about the proof for regime (ii). Notice that in the proof for
regime (i) (for both conditions) the crucial properties we used were that for 7 and f that differ
only at y, the probability of disagreement at = € O, under K,(n,§)) is at most (e jre )|I vl and

that :‘;;g,ﬁ < % for § as in regime (i). In regime (ii), the latter bound no longer holds. However,
using methods that are outside the scope of this paper, it is possible to show that for supercritical
values of the parameters as in regime (ii), there exist constants ¢ and v < % such that the above
probability of disagreement is at most ¢y/*~¥|. From there onwards the proof for both conditions
proceeds as for regime (i). For reading on the methods used for bounding the above probability
by ¢y/*~¥l, we refer to [16], where these methods were used to show that in the hard-core model,

v < % throughout the uniqueness regime of that model. O
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Remark: The fact that our conditions hold throughout the uniqueness regime (except at the critical point)
is not specific to the Ising model and holds for a number of other models on the regular b-ary tree. In
particular, the heat-bath update of complete subtrees of height £—1 for large enough / satisfies our conditions
throughout the uniqueness regime of a number of other models on a regular tree. These include the hard-
core model, the colorings model and the ferromagnetic Potts model. See [16] for the relevant calculations.

5.3 Independent sets of graphs of subexponential growth

In this subsection we discuss an update rule for the hard-core (independent sets) model (defined
in Example 2) that was presented and analyzed in [7] in the context of Markov chains, where
it was shown to mix in time O(nlogn) for A < <5, where A is the maximum degree of the
underlying graph. We put this analysis in the context of our conditions, showing that they are
satisfied by the above update rule for the same range of parameters if the underlying graph is of
subexponential growth. The fact that the Gibbs measure is unique for this range of parameters on
graphs of subexponential growth is not new because there is an independent argument (see, e.g.,
[8]) that states that if a model on a graph of subexponential growth admits a Markov chain that
uses bounded diameter blocks (as does the one in [7]) and mixes in O(nlogn) time, then the Gibbs
measure is unique. Our motivation for discussing this update rule is twofold. First, it is an example
of an interesting update rule that is more sophisticated than heat-bath. Second, it illustrates how
an analysis that was carried out in the context of Markov chains in order to establish O(nlogn)
mixing time can also be used in order to show that our conditions hold w.r.t. the same update rule
and choice of parameters (but only for graphs of subexponential growth).

Before going on to our analysis, we mention some other known bounds for the hard-core model.
For general graphs, the best known bound is that achieved by the original Dobrushin condition,
which establishes uniqueness for A < ﬁ. For the special case in which the underlying graph
is the square integer lattice Z? (which is, of course, of subexponential growth), the best known
bound [12] is that the Gibbs measure is unique for A < 1.185. The proof in [12] is computer-assisted
and uses the Dobrushin-Shlosman condition, i.e., a special case of Theorem 2.7 above, where
updates are heat-bath of k x k squares for some k. When the underlying graph is a regular tree
(obviously not of subexponential growth), the uniqueness regime is completely known. Specifically,

on a regular tree, the Gibbs measure is unique if and only if A < %.

We start our analysis with a general discussion of how to convert an analysis of the type carried
out in [7] to our setting. The analysis in [7] is based on path coupling, where a coupling of an
update is given for every pair of current configurations that differ at exactly one site, and it is shown
that the average Hamming distance between the two resulting configurations is strictly less than 1,
i.e., the distance decreases. Translating to our notation, using Hamming distance is equivalent to
setting u, = 1 for every x, and the fact that the distance decreases in every step is equivalent
to Iy — wp(y) < 0 for every site y, or equivalently, I, /wpg(,) < 1. Thus, this coupled update
rule satisfies the condition in Theorem 2.7, except that the (uniform) collection of metrics is not
summable. However, as we already explained in the remark following Theorem 2.7, if the update
rule uses blocks of bounded diameter and if the underlying graph is of sub-exponential growth,
then the uniform metric can be modified to be summable while still maintaining /., / wp,) < 1
for every site y. (Recall that a graph is said to be of subexponential growth if the volume of balls
in the graph grows subexponentially with their radius, or equivalently, if there exists a vertex x
such that for every e > 0, >_ (1 + ¢)~l®0=¥l is finite, where |z¢ — y| stands for the graph distance
between zy and y.)

From here onwards we repeat the description and analysis w.r.t. the uniform collection of
metrics of the update rule given in [7], but we do it using our terminology. Recall that in the hard-
core model a configuration specifies a subset of occupied sites. It is therefore useful to write nU {z}
for the configuration in which the subset of occupied sites is as in 7, except that z is also occupied.
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Similarly, n \ {«} stands for the configuration in which x is not occupied. The collection of blocks
we use for the update rule is as follows: there is a block ©, for every site z, and ©, consists of z
and all neighbors of 2. As usual, the weight of each block is set to 1. As before, since blocks are
indexed by sites, we write 7 for the distribution of an update of ©, in current configuration 7. The
result of an update of ©, depends on the current configuration on the neighbors of z. Specifically,
k7 is defined as the distribution resulting from the following update of ©,:

e If all the neighbors of z are unoccupied under 7: with probability 1%\ the resulting configu-
ration is 7 U {z}, and with probability 14% the resulting configuration is 7 \ {z}.

e If at least two of the neighbors of ~ are occupied under 7: the resulting configuration is
deterministically set to 7\ {z}.

e If exactly one neighbor of z is occupied under 7, say this is x: with probability 4(1 TEEsY] the

resulting configuration is (7 \ {z}) U {z}, and with probability 1 — the resulting con-

figuration is 7 \ {z}.

(1+>\)

Notice that k7 is defined for all 7, not just feasible ones. (In [7], the update was defined only
for feasible current configurations 7/.) It is easy to verify that 7§, is stationary w.r.t. x, for every
feasible 7 (since k, is reversible w.r.t. 6. for every feasible 7).

From the definition above it is easy to see that x] depends neither on the spin of z itself nor
on the configuration on 00., i.e., it depends only on the configuration of the neighbors of z. With
that in mind, we go on to define the coupling K, (7, &) for pairs (n,§) the differ only at y, where
y € ©, U 00,. Since ] does not depend on 7, or on 759, in case y = z or y € 00, we define
K,(n,&) as the coupling in which the two configurations agree on O, with probability 1. When
y € 0, and y # z, i.e., y is a neighbor of z, K, (n,¢) is defined as follows. Recall that n and ¢ agree
on all sites other than y and assume w.l.o.g. that y is occupied under n and unoccupied under &.
K.(n,§) is then defined according to the number of neighbors of z other than y that are occupied:

e If two or more of the neighbors of z other than y are occupied then both x? and ! are
deterministic, so there is a unique coupling of these two distributions. This is the coupling in
which, with probability one, the resulting pair of configurations is (n \ {z},¢ \ {z}). Notice
that in this case pg_(K.(n,§)) = 1.

e If exactly one neighbor other than y is occupied (say, x is the occupied neighbor) then x7 is
still deterministic so there is a unique coupling of 7 and 1%, the one in which with probability
1— 4(1 5y the resulting pair of configurations is (1 \ {z},£ \ {z}), and with probability ; 1 I(Esy;
the resulting pair is (n \ {z}, (¢ \ {z}) U {z}). Notice that in this case po_ (K.(n,£)) = 1 —

A

A A
ey T iy = L aaey-

e If all neighbors of z other than y are unoccupied then K (7, {) is the following coupling. With
probability 1%\ the resulting pair is (n\ {z},£\ {z}), with probability 4(1374’:/\) the resulting pair
is (n\ {z},£U{z}), and with probability ﬁ the resulting pair is ((n \ {y}) u{z},EuU {z})
Notice that (n\ {y}) U{z} = £ U {z} and hence pe,(K.(7.£)) = 5 + 257557 (1+A) =1+ (1+/\)
in this case.
We conclude that pg_ (K.(n,&)) < 1+ ﬁ if y is a neighbor of z, and pe_ (K. (n,£)) = 0 otherwise.

In particular, I, = deg(y)(1 + ﬁ)

IStrictly speaking, for the hard-core model, it is possible to slightly modify our construction of the path coupling in
Section 3.2 so that it would be enough to define the update rule (and the couplings K.) only for feasible configurations.
Nevertheless, we define the update rule for any current configuration 7 so that we can use the general form of our
theorems.
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Now, since y is included in deg(y) + 1 blocks (which are ©,, and ©, for every neighbor z of y),
wp(y) = deg(y) + 1. Thus, I, /wp(,) = deg(y)(1 + ﬁ)/(deg(y) + 1), and sup, I, [ wp(y) <

1if ‘;‘zglf/)\i‘ < 1 for every y, ie., if A < x%5. Hence, using Theorem 2.7 and the explanation
at the beginning of this subsection, the hard-core model with activity parameter A on graphs of

subexponential growth of maximum degree A admits a unique Gibbs measure for A < <.

Remark: Notice that for the update rule described in this subsection, I._, < }__ I,.,. In other words, it
was crucial for our analysis that in the definition of I._,, the quantification over configurations is taken only
once before summing over x, rather than quantifying separately for each x. To see this, recall our analysis of
the distance pe, (K. (1,£)), and notice that for every pair of configurations (7, ), there can be at most one
site = other than z and y for which p,(K.(n,£)) > 0 (specifically, this can only happen if x is the unique
neighbor of z other than y that is occupied). However, when calculating _ I,. , we need to consider the
worst pair of configurations for each x separately, and hence the coupling K, contributes to the distance at
all neighbors x of z. The last observation follows from the fact that for each x, we have to consider the pair
of configurations in which z is the unique occupied neighbor of z other than y. When one considers the total
influence on a site w.r.t. the above update rule, a similar issue arises. In particular, I, =) I, . > I, so
we cannot use the same update rule in order to establish uniqueness of the Gibbs measure using Theorem 2.5
(which would apply to any underlying graph) for the same range of parameters. In fact, w.r.t. the above
update rule, the condition based on the total influence on a site holds for an even smaller range of parameter
values then the single-site Dobrushin condition.
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